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Abstract—We study the accuracy of classical algorithms for evaluating expressions of the form $\sqrt{a^2 + b^2}$ and $c/\sqrt{a^2 + b^2}$ in radix-2, precision-$p$ floating-point arithmetic, assuming that the elementary arithmetic operations $+,-,\times,\div,\sqrt{}$ are rounded to nearest, and assuming an unbounded exponent range.

Classical analyses show that the relative error is bounded by $2u+\mathcal{O}(u^2)$ for $\sqrt{a^2 + b^2}$, and by $3u+\mathcal{O}(u^2)$ for $c/\sqrt{a^2 + b^2}$, where $u = 2^{-p}$ is the unit roundoff. Recently, it was observed that for $c/\sqrt{a^2 + b^2}$ the $\mathcal{O}(u^2)$ term is in fact not needed [1]. We show here that it is not needed either for $c/\sqrt{a^2 + b^2}$. Furthermore, we show that these error bounds are asymptotically optimal. Finally, we show that the bounds and their asymptotic optimality remain valid when an FMA instruction is used to evaluate $c/\sqrt{a^2 + b^2}$.

Index Terms—binary floating-point arithmetic; rounding error analysis; relative error; hypotenuse function

I. INTRODUCTION

Expressions of the form $\sqrt{a^2 + b^2}$ and $c/\sqrt{a^2 + b^2}$ are basic building blocks of numerical computing that frequently appear in calculations (computation of 2D-norms, Givens rotations, etc.). In this paper, we give tight error bounds for the evaluation of these expressions.

In the following, we assume a radix-2, precision-$p$ floating-point (FP) arithmetic, with unlimited exponent range. (Hence in practice all our results apply to IEEE floating-point arithmetic [2] as long as underflow and overflow do not occur). Here, an FP number of exponent $e$ and integral significand $M$ is a number of the form $M \cdot 2^{-p+1}$, where $M$ and $e$ are integers, and $|M| \leq 2^p - 1$.

Throughout the paper, $\text{RN}(t)$ means $t$ rounded to a nearest FP number, ties-to-even (so that, for example, $\text{RN}(a^2)$ is the result of the floating-point multiplication $a \times a$, assuming the round-to-nearest mode), $\text{RD}(t)$ is $t$ rounded towards $-\infty$, and $u = 2^{-p}$ denotes the unit roundoff. We have in particular the following relative error bounds: $\text{RN}(t) = t(1+\epsilon)$ with $|\epsilon| \leq \frac{u}{1+u} < u$, and $\text{RD}(t) = t(1+\epsilon')$ with $|\epsilon'| < 2u$; see [3], [4].

It is well known (see for example [5]) that the relative errors of the classical algorithms for $\sqrt{a^2 + b^2}$ and $c/\sqrt{a^2 + b^2}$ can be bounded by $2u+\mathcal{O}(u^2)$ and $3u+\mathcal{O}(u^2)$, respectively, as $u \to 0$. We consider algorithms that only use floating-point addition, multiplication, and square root, as well as algorithms that take advantage of the possible availability of a fused multiply-add (FMA) instruction to speed up the calculation of $a^2 + b^2$.

Recently, it was shown in [1] that the $\mathcal{O}(u^2)$ term is not needed for $\sqrt{a^2 + b^2}$ (that is, the relative error is always bounded by $2u$). In the following, we show that it is not needed either for $c/\sqrt{a^2 + b^2}$. Furthermore, we show that these error bounds are asymptotically optimal, and that such optimality results are not impacted by the use of the FMA.

Let us clarify what we mean by “asymptotically optimal.” When giving for some algorithm a relative error bound that is a function $B(p)$ of the precision $p$,

- if we can show that there exist some FP inputs parameterized by $p$ and for which the bound is attained for every $p \geq p_0$ (for a given $p_0 \geq 2$), then we say that the bound is optimal;
- if we can show that there exist some FP inputs parameterized by $p$ and for which the relative error $E(p)$ satisfies $E(p)/B(p) \to 1$ as $p \to \infty$, then we say that the bound is asymptotically optimal.

Knowing that a bound is asymptotically optimal has its importance: it shows that there is no need to try to obtain a substantially better bound.

The paper is organized as follows. Section II deals with the computation of $\sqrt{a^2 + b^2}$ by the classical method (Algorithm 1) or its FMA-based variant (Algorithm 2). We recall the relative error bound $2u$ from [1] and prove its asymptotic optimality. In Section III, we bound $3u$ the relative error of classical methods for $c/\sqrt{a^2 + b^2}$ (Algorithm 3 and, with an FMA, Algorithm 4), and show that this bound is asymptotically optimal.
II. COMPUTATION OF $\sqrt{a^2+b^2}$

A. Error bound

Given two FP numbers $a$ and $b$, we consider the evaluation of $\sqrt{a^2+b^2}$ by means of one of the following two algorithms (without or with an FMA):

**Algorithm 1** Computation of $\sqrt{a^2+b^2}$ in binary precision-$p$ floating-point arithmetic.

```plaintext
\begin{align*}
  s_a &\leftarrow \text{RN}(a^2) \\
  s_b &\leftarrow \text{RN}(b^2) \\
  s &\leftarrow \text{RN}(s_a+s_b) \\
  \rho &\leftarrow \text{RN}(\sqrt{s}) \\
\end{align*}
```

**Algorithm 2** FMA-based computation of $\sqrt{a^2+b^2}$ in binary precision-$p$ floating-point arithmetic.

```plaintext
\begin{align*}
  s_b &\leftarrow \text{RN}(b^2) \\
  s &\leftarrow \text{RN}(a^2+s_b) \\
  \rho &\leftarrow \text{RN}(\sqrt{s}) \\
\end{align*}
```

As we shall see, these two algorithms have their relative error bounded by $2u$ and this bound is asymptotically optimal. Incidentally, this means that both algorithms are rather equivalent in terms of worst-case error. This does not necessarily mean that they are always equivalent: the result of Algorithm 2 tends to be more often closer to the exact result than the result of Algorithm 1. To compare both algorithms, we have performed experiments in binary64 IEEE arithmetic and obtained the following results.

For 1,000,000 randomly chosen pairs $(a, b)$ of binary64 FP numbers with the same exponent:

- both algorithms yield the same error in 90.08% of cases;
- Algorithm 2 is more accurate in 6.26% of cases;
- Algorithm 1 is more accurate in 3.65% of cases.

For 100,000 randomly chosen pairs $(a, b)$ of binary64 FP numbers with respective exponents $e_a$ and $e_b$ satisfying $e_a - e_b = -26$, we always have the same error with both algorithms.

For 100,000 randomly chosen pairs $(a, b)$ of binary64 FP numbers with $e_a - e_b = +26$:

- both algorithms yield the same error in 83.90% of cases;
- Algorithm 2 is more accurate in 13.79% of cases;
- Algorithm 1 is more accurate in 2.32% of cases.

Let us now focus on the bound on the relative error of Algorithms 1 and 2. As said above, it is well known that this relative error is upper bounded by $2u + \mathcal{O}(u^2)$. Recently, the error analysis of the most common FP operations was revisited in [1] and it was noted in particular that the relative error of Algorithm 1 is at most $2u$ (that is, there is no $\mathcal{O}(u^2)$ term). The proof from [1] is easily adapted to Algorithm 2: the same bound holds for that algorithm. In practice, this bound is tight. For example, in IEEE binary64 arithmetic ($p = 53$), with the two FP numbers $a = 17234529222828957/2^{31}$ and $b = 450359974823629/2^{31}$, Algorithms 1 and 2 return the same result, which corresponds to a relative error of the form $1.99999999222\ldots u$.

B. Asymptotic optimality of the bound

As said above, what we are interested in is to show that the bound $2u$ is asymptotically optimal. We establish the following result.

**Theorem II.1.** For $p \geq 12$, there exist floating-point inputs $a$ and $b$ for which the result $\rho$ of Algorithm 1 or Algorithm 2 satisfies

$$|\frac{\rho - \sqrt{a^2+b^2}}{\sqrt{a^2+b^2}}| = 2u - \epsilon, \quad |\epsilon| = \mathcal{O}(u^{3/2}).$$

Before giving the values $a$ and $b$ of Theorem II.1 and proving that they lead to an error asymptotically equivalent to $2u$, let us explain how they are built. We mainly focus on Algorithm 1 (but we also give the details specific to Algorithm 2):

1. We restrict to $a$ and $b$ such that $0 < a < b$.
2. $b$ is chosen such that the largest possible absolute error (that is, half an ulp of $b^2$) is committed when computing $b^2$. To make sure that this absolute error leads to a relative error that is large enough asymptotically (that is, of the order of $a$), $b$ must also be slightly above a power of 2. We choose:
   - $b = 1 + 2^{-p/2}$ if $p$ is even;
   - $b = 1 + \left\lfloor 2^{p/2-1} \cdot 2^{-p+1} \right\rfloor$ if $p$ is odd.

(Notice that although these choices of $b$ seem very different, they can be viewed as the same value $1 + \left\lfloor 2^{p/2-1} \cdot 2^{-p+1} \right\rfloor$.)

3. In Algorithm 1, we have $s_a \leq s_b$ since $a < b$. When adding $s_a$ and $s_b$, the significand of $s_a$ is right-shifted by a number of positions equal to the difference of their exponents. One can find the form $s_a$ should have in order to produce a relative error that is large enough; this is illustrated in Figure 1.

4. We just choose $a$ equal to the square root of that value, adequately rounded.

![Fig. 1. Some objectives when constructing suitable generic inputs to Algorithms 1 and 2.](image-url)
1) If $p$ is even: As said above, we choose

$$b = 1 + 2^{-p/2},$$

which due to the ties-to-even rule gives

$$s_b = 1 + 2^{-p/2}.$$ Note that $s_b$ is $b^2$ rounded down. To force the rounding errors to accumulate (and not compensate), we must ensure that $s_a + s_b$ and $\sqrt{s}$ are rounded down as well. Define

$$G = \left\lfloor 2^{\frac{p}{2}} \left( \sqrt{2} - 1 \right) + \delta \right\rfloor \cdot 2^{p/2} + 2^{p/2}$$

with

$$\delta = \begin{cases} 1 & \text{if } \left\lfloor 2^{\frac{p}{2}} \sqrt{2} \right\rfloor \text{ is odd,} \\ 2 & \text{otherwise,} \end{cases}$$

and let

$$a = \text{RD} \left( 2^{\frac{3p}{2}} \sqrt{G} \right).$$

By definition of RD, this implies that $a^2$ satisfies

$$2^{\frac{3p}{2}} G \left( 1 - 2^{-p+1} \right)^2 < a^2 \leq 2^{\frac{3p}{2}} G.$$ 

Now, for $p \geq 12$, we have $2p-1 < G < 2p$, from which it follows that $2^{\frac{3p}{2}} G$ is an FP number and that $2^{\frac{3p}{2}} \left( 1 - 2^{-p+1} \right)^2$ is lower bounded by $2^{\frac{3p}{2}} (G-4)$, which is also an FP number:

$$2^{\frac{3p}{2}} (G-4) < a^2 \leq 2^{\frac{3p}{2}} G.$$ 

Using the monotonicity of RN, we deduce that the variable $s_a = \text{RN}(a^2)$ of Algorithm 1 satisfies

$$2^{\frac{3p}{2}} (G-4) \leq s_a \leq 2^{\frac{3p}{2}} G.$$ 

This means that $s_a$ lies between the two FP numbers whose binary expansions are as in Figures 2 and 3.

![Fig. 2. Bit pattern of the lower bound on $s_a$.](image)

![Fig. 3. Bit pattern of the upper bound on $s_a$.](image)

Note that the choice of $\delta$ in (1) implies that the bit of $s_a$ of weight $2^{-p+1}$ is always zero. Hence, thanks to the ties-to-even rule, $s_a + s_b$ is always rounded down to $s = \text{RN}(s_a + s_b)$, whose binary expansion is as in Figure 4.

Consequently, $s = \text{RN}(s_a + s_b)$ has the form

$$s = 1 + \omega, \quad \omega = 2^{p+1} \left\lfloor \frac{p}{2} + \sqrt{2} + \delta \right\rfloor.$$ 

For Algorithm 2, we can deduce in exactly the same way, by replacing $s_a$ with $a^2$ and by using (2), that $\text{RN}(a^2 + s_b)$ also has the form (3). Hence, for our chosen values of $a$ and $b$, Algorithm 2 will return the same final value $\rho$ as Algorithm 1.

Let us now give an explicit formula for that value $\rho$. First, notice that $1 + \frac{\omega}{2}$ is an FP number thanks to the choice of $\delta$ in (1). Since $\omega > 0$ and since $\delta \leq 2$ and $p \geq 12$, this implies further $1 + 2^{-p+1} < 1 + \frac{\omega}{2}$. Then, writing $f$ to denote the FP predecessor of $1 + \omega/2$, we have

$$f = 1 + \frac{\omega}{2} - 2^{-p+1},$$

which is an FP number in $[1,2)$. Third, we will show now that the exact square root $\sqrt{1 + \omega}$ satisfies

$$f \leq \sqrt{1 + \omega} < f + 2^{-p}.$$ 

Since $u = 2^{-p}$, for the lower bound it suffices to check that $(1 + \frac{\omega}{2} - 2u)^2 \leq 1 + \omega$, or, equivalently, that the polynomial $P(x) = \frac{1}{4} x^2 - 2ux - 4u + 4u^2$ satisfies $P(\omega) \leq 0$. The latter inequality holds, since the roots of $P(x)$ are $\pm 4\sqrt{u} + 4u$ and since

$$\omega = 2u \left[ \sqrt{\frac{2}{u}} + \delta \right] < 2\sqrt{2}\sqrt{u} + 6u \quad \text{for } \delta \leq 2,$$

$$\leq 4\sqrt{u} + 4u \quad \text{for } p \geq 2.$$ 

To establish the upper bound in (5), it suffices to check that $1 + \omega < (1 + \frac{\omega}{2} - 2u)^2$, or, equivalently, that $Q(x) = \frac{1}{4} x^2 - 2ux - 2u + u^2$ satisfies $Q(\omega) > 0$. This is true since the roots of $Q(x)$ are $\pm \sqrt{2}\sqrt{u} + 2u$ and since $\omega > 2\sqrt{2}\sqrt{u} + 2u$ for $\delta \geq 1$ and $p$ even.

From (5) we deduce that rounding down occurs when evaluating $\rho = \text{RN}(\sqrt{s})$, so that

$$\rho = 1 + \frac{\omega}{2} - 2^{-p+1}.$$ 

Finally, to estimate the relative error of this approximation $\rho$, we must determine (or, at least, adequately approximate) the exact value $\sqrt{a^2 + b^2}$. From $b = 1 + 2^{-p/2}$
and (2) we deduce that
\[ 1 + 2^{-p+1}/2 + 2^{-p} + 2^{-3p/2} (1 - 4) < a^2 + b^2 \]
\[ \leq 1 + 2^{-p+1}/2 + 2^{-p} + 2^{-3p/2} G. \]

Replacing \( G \) by its expression \( 2^5 \cdot (\sqrt{2} - 1) + \delta \cdot 2^5 \) and using (3), we obtain
\[ 1 + \omega + 2^{-p+1} - 2^{-3p/2} < a^2 + b^2 \leq 1 + \omega + 2^{-p+1}. \]

From this, we deduce that for \( p \to \infty \),
\[ \sqrt{a^2 + b^2} = 1 + \frac{\omega}{2} + 2^{-p} - \frac{\omega^2}{8} + \mathcal{O}(2^{-3p/2}) \]
and, noting that (3) implies \( \frac{\omega^2}{8} = 2^{-p} + \mathcal{O}(2^{-3p/2}) \),
\[ \sqrt{a^2 + b^2} = 1 + \frac{\omega}{2} + \mathcal{O}(2^{-3p/2}). \quad (7) \]

Combining (6) and (7) gives \( |\rho - \sqrt{a^2 + b^2}| = 2^{-p+1} + \mathcal{O}(2^{-3p/2}) \) and, on the other hand, it follows from (3) and (7) that \( \sqrt{a^2 + b^2} = 1 + \mathcal{O}(2^{-p/2}) \). Hence, recalling that \( u = 2^{-p} \), we conclude that the relative error has the form \( 2u + \mathcal{O}(u^{1/2}) \) as \( u \to 0 \). This terminates the proof of Theorem II.1 when \( p \) is even.

Table I gives the relative errors obtained with the values \( a \) and \( b \) of our generic example for various even values of \( p \) between 16 and 64. We see that the a priori bound \( 2u \) is tight already for reasonably small precisions.

2) If \( p \) is odd: As stated above, we choose
\[ b = 1 + \eta, \quad \eta = \left[ \sqrt{2} \cdot 2^{-p+1} \right] \cdot 2^{-p+1}. \quad (8) \]

From \( \sqrt{2} \cdot 2^{-p+1} < \eta < \sqrt{2} \cdot 2^{-p+1} + 2^{-p+1} \), we easily deduce that
\[ 2^{-p} < \eta^2 < 2^{-p} + \sqrt{2} \cdot 2^{-3p/2} + 2^{-2p+2}. \quad (9) \]

Since \( b = 1 + \eta \), it follows from (9) that the number \( b^2 = 1 + 2\eta + \eta^2 \) is slightly above \( 1 + 2\eta + 2^{-p} \), that is, slightly above the middle of the two consecutive FP numbers \( 1 + 2\eta \) and \( 1 + 2\eta + 2^{-p+1} \). This implies that rounding \( up \) occurs when computing \( s_b = \text{RN}(b^2) \):
\[ s_b = 1 + 2\eta + 2^{-p+1}. \quad (10) \]

Now define
\[ H = 2^{-p+1} - 2\eta - 3 \cdot 2^{-p} + 2^{-3p+3}/2. \quad (11) \]

Notice that \( H \) is close to \( (1 - 1/\sqrt{2}) \cdot (2^{-p+3}/2) \). We choose
\[ a = \text{RN}(\sqrt{H}). \quad (12) \]

By definition of RN, this implies
\[ H \cdot (1 - 2^{-p})^2 < a^2 < H \cdot (1 + 2^{-p})^2. \quad (13) \]

Hence, the variable \( s_a = \text{RN}(a^2) \) of Algorithm 1 satisfies
\[ H \cdot (1 - 2^{-p})^3 < s_a < H \cdot (1 + 2^{-p})^3. \quad (14) \]

This gives (as soon as \( p \geq 2 \))
\[ H \cdot (1 - 3 \cdot 2^{-p}) < s_a < H \cdot (1 + 4 \cdot 2^{-p}), \]
or, equivalently, using (11),
\[ 2^{-p+3} - 2\eta - 3 \cdot 2^{-p} - 2 \cdot 2^{-3p+3}/2 \]
\[ + 6\eta \cdot 2^{-p} + 9 \cdot 2^{-2p} - 3 \cdot 2^{-5p+3}/2 \]
\[ < s_a < 2^{-p+3} - 2\eta - 3 \cdot 2^{-p} + 5 \cdot 2^{-3p+3}/2 \]
\[ - 8\eta \cdot 2^{-p} - 12 \cdot 2^{-2p} + 4 \cdot 2^{-5p+3}/2. \]

Hence, recalling that \( s_b = 1 + 2\eta + 2 \cdot 2^{-p} \),
\[ 1 + 2^{-p+3} - 2^{-p} + \varphi(\eta) < s_a + s_b < 1 + 2^{-p+3} + \psi(\eta), \]

where \( \varphi \) and \( \psi \) depend linearly on \( \eta \) as follows:
\[ \varphi(\eta) = -2 \cdot 2^{-3p+3} + 6\eta \cdot 2^{-p} + 9 \cdot 2^{-2p} - 3 \cdot 2^{-5p+3}/2 \]
and
\[ \psi(\eta) = -2^{-p} + 5 \cdot 2^{-3p+3} - 8\eta \cdot 2^{-p} - 12 \cdot 2^{-2p} + 4 \cdot 2^{-5p+3}/2. \]

Now, using the definition of \( \eta \), it is easy to check that \( \psi(\eta) < 0 < \varphi(\eta) \) as soon as \( p \geq 3 \). We then deduce immediately that
\[ 1 + 2^{-p+3} - 2^{-p} < s_a + s_b < 1 + 2^{-p+3}. \]

Hence rounding \( up \) occurs when evaluating \( s = \text{RN}(s_a + s_b) \), that is,
\[ s = 1 + 2^{-p+3}/2. \]

The enclosure in (14) being weaker than the one in (13), we can replace \( s_a \) with \( a^2 \) in the derivation above and conclude that \( \text{RN}(a^2 + s_b) \) is also equal to \( 1 + 2^{-p+3}/2 \). Consequently, for our choice of \( a \) and \( b \) both Algorithms 1 and 2 yield the same intermediate value \( s = 1 + 2^{-p+3}/2 \) and thus the same final value \( \rho = \text{RN}(\sqrt{s}) \).

<table>
<thead>
<tr>
<th>( p )</th>
<th>relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.97519352187392...u</td>
</tr>
<tr>
<td>20</td>
<td>1.9941855548869...u</td>
</tr>
<tr>
<td>24</td>
<td>1.9987332515828...u</td>
</tr>
<tr>
<td>28</td>
<td>1.9996758296338...u</td>
</tr>
<tr>
<td>32</td>
<td>1.9999078766560...u</td>
</tr>
<tr>
<td>36</td>
<td>1.999974422550...u</td>
</tr>
<tr>
<td>40</td>
<td>1.9999949847683...u</td>
</tr>
<tr>
<td>44</td>
<td>1.9999983579950...u</td>
</tr>
<tr>
<td>48</td>
<td>1.99999967444005...u</td>
</tr>
<tr>
<td>52</td>
<td>1.9999999899999999...u</td>
</tr>
<tr>
<td>56</td>
<td>1.999999987847972...u</td>
</tr>
<tr>
<td>60</td>
<td>1.9999999937377777...u</td>
</tr>
<tr>
<td>64</td>
<td>1.9999999999849585...u</td>
</tr>
</tbody>
</table>
III. The case of $c/\sqrt{a^2 + b^2}$

A. Error bound

We consider now the following computation of $c/\sqrt{a^2 + b^2}$: first, we evaluate $\sqrt{a^2 + b^2}$ using either Algorithm 1 (without FMA) or Algorithm 2 (with FMA), and then we perform the floating-point division of $c$ by the obtained value. This corresponds to the two algorithms below.

Algorithm 3 Computation of $c/\sqrt{a^2 + b^2}$ in binary precision-$p$ floating-point arithmetic.

\begin{align*}
& s_a \leftarrow \text{RN}(a^2) \\
& s_b \leftarrow \text{RN}(b^2) \\
& s \leftarrow \text{RN}(s_a + s_b) \\
& \rho \leftarrow \text{RN}(\sqrt{s}) \\
& g \leftarrow \text{RN}(c/\rho) \\
& \text{return } g
\end{align*}

Algorithm 4 FMA-based computation of $c/\sqrt{a^2 + b^2}$ in binary precision-$p$ floating-point arithmetic.

\begin{align*}
& s_b \leftarrow \text{RN}(b^2) \\
& s \leftarrow \text{RN}(a^2 + s_b) \\
& \rho \leftarrow \text{RN}(\sqrt{s}) \\
& g \leftarrow \text{RN}(c/\rho) \\
& \text{return } g
\end{align*}

A rounding error analysis valid for both algorithms is given by the following theorem.

Theorem III.1. If $p \neq 3$, then the relative error committed when approximating $c/\sqrt{a^2 + b^2}$ by the result $g$ of Algorithm 3 or 4 is less than $3u$.

Proof: If $p \neq 3$, then [6, Lemma 2] says that $s_a = a^2(1 + \epsilon_1)$ and $s_b = b^2(1 + \epsilon_2)$ with $|\epsilon_1|, |\epsilon_2| \leq \frac{u}{1 + u} =: \epsilon_3$. Furthermore, there exist $\epsilon_3$ and $\epsilon_4$ such that $|\epsilon_3|, |\epsilon_4| \leq \frac{u}{1 + u} =: \epsilon_4$ and

\[
s = \begin{cases} 
(s_a + s_b)(1 + \epsilon_3) & \text{for Algorithm 3,} \\
(a^2 + s_b)(1 + \epsilon_4) & \text{for Algorithm 4.}
\end{cases}
\]

Hence, in both cases, $s$ can be bounded as follows:

\[
(a^2 + b^2)(1 - u_1)(1 - u_3) \leq s \leq (a^2 + b^2)(1 + u_1)(1 + u_3).
\]

Recalling from [1] that the relative error of division in radix-2 FP arithmetic is at most $u - 2u^2$, we have

\[
g = \frac{c}{\sqrt{s}}(1 + \epsilon_5) \\
\text{with } |\epsilon_5| \leq u_1 \text{ and } |\epsilon_6| \leq u - 2u^2, \text{ and then}
\]

\[
\frac{c}{\sqrt{s}} \cdot \frac{1 - u + 2u^2}{1 + u_1} \leq g \leq \frac{c}{\sqrt{s}} \cdot \frac{1 + u - 2u^2}{1 - u_1}.
\]

Consequently, $\zeta := \frac{c}{\sqrt{a^2 + b^2}} \leq \zeta' := \frac{c'}{\sqrt{a^2 + b^2}}$ with

\[
\zeta := \frac{1}{\sqrt{(1 + u_1)(1 + u_3)}} \cdot \frac{1 - u + 2u^2}{1 + u_1}
\]
and
\[ \zeta' := \frac{1}{\sqrt{(1-u_1)(1-u_3)}} \cdot \frac{1 + u - 2u^2}{1 - u_1}. \]

To conclude, it suffices to check that \(1 - 3u < \zeta\) and \(\zeta' < 1 + 3u\) for all \(u \leq 1/2\).

**B. Asymptotic optimality of the bound**

We are going to show that the previously obtained bound is asymptotically optimal. More precisely, we establish the following result.

**Theorem III.2.** For \(p \geq 12\), there exist floating-point inputs \(a, b,\) and \(c\) for which the result \(g\) returned by Algorithm 3 or Algorithm 4 satisfies
\[
\left| g - \frac{c}{\sqrt{a^2 + b^2}} \right| = 3u - \epsilon, \quad |\epsilon| = \mathcal{O}(u^{3/2}).
\]

The values of \(a\) and \(b\) we are going to choose to prove Theorem III.2 are the same as the ones we have chosen for \(\sqrt{a^2 + b^2}\) in Section II-B1 (if \(p\) is even) and in Section II-B2 (if \(p\) is odd). For these values, we have shown that Algorithms 1 and 2 return the same result. As a consequence, the variable \(\rho\) will have the same value in Algorithms 3 and 4. Therefore, for these chosen input values \(a\) and \(b\), Algorithms 3 and 4 will return the same final value \(g\). Hence, in the following, we do not need to analyze these algorithms separately.

1) If \(p\) is even: Let us show that when the precision \(p\) is even, the error bound given by Theorem III.1 is asymptotically optimal. To do this, we exhibit generic inputs \(a, b, c\) parameterized by \(p\). For \(a\) and \(b\), we use the same values as in Section II-B1, namely, \(b = 1 + 2^{-\rho}\) and \(a = \text{RD}(2^{-\frac{p}{2}} \sqrt{a})\), where \(G = \left\lfloor 2^{\frac{p}{2}} \left( \sqrt{2} - 1 \right) + \delta \right\rfloor \cdot 2^{\frac{p}{2}+1} + 2^p\) and
\[
\delta = \begin{cases} 1 &\text{if } \left\lfloor 2^{\frac{p}{2}} \sqrt{2} \right\rfloor \text{ is odd,} \\ 2 &\text{otherwise.} \end{cases}
\]

Recall from (3), (6), and (7) in Section II-B1 that
\[
\rho = 1 + \frac{\omega}{2} - 2^{-\rho+1}
\]
and
\[
\sqrt{a^2 + b^2} = 1 + \frac{\omega}{2} + \mathcal{O}(2^{-3p/2}), \tag{17}
\]
where
\[
\omega = 2^{-\rho+1} \left\lfloor 2^{p/2} \sqrt{2} + \delta \right\rfloor.
\]

Now, let us define
\[
c = 1 + 2^{-\rho+1} \cdot \left\lfloor 3\sqrt{2} \cdot 2^{p/2-2} \right\rfloor.
\]

One can write \(c = 1 + 2^{-\rho+1}(3\sqrt{2} \cdot 2^{p/2-2} + \alpha_1)\) with \(-1 < \alpha_1 < 0\). Similarly, one can write
\[
\omega = 2^{-\rho+1} \left( 2^{p/2} \sqrt{2} + \delta + \alpha_2 \right) \tag{18}
\]
with \(0 < \alpha_2 < 1\). Notice that the choice of \(\delta\) implies that \(\left\lfloor 2^{p/2} \sqrt{2} + \delta \right\rfloor = 2^{p/2} \sqrt{2} + \delta + \alpha_2\) is an even integer.

Defining
\[
t = 2^{-p/2},
\]
we obtain \(c = 1 + \frac{3}{2}\sqrt{2}t + 2\alpha_1 t^2\) and \(\rho = 1 + \sqrt{2}t + (\delta + \alpha_2 - 2)t^2\), so the exact quotient \(c/\rho\) has the form
\[
\frac{c}{\rho} = 1 + \sqrt{2}t + (2\alpha_1 - \delta - \alpha_2 + 1)t^2 + \epsilon(t),
\]
where \(\epsilon(t) = \mathcal{O}(t^3)\) as \(t \to 0\). Furthermore,

- we know that \(3\sqrt{2} \cdot 2^{p/2-2} + \alpha_1\) is an integer, which implies that
\[
A(t) = \frac{3}{2} \sqrt{2}t + 2\alpha_1 t^2
\]
is a multiple of \(2t^2 = 2^{-p+1}\);

- we know that \(2^{p/2} \sqrt{2} + \delta + \alpha_2\) is an even integer, which implies that
\[
B(t) = \sqrt{2}t + (\delta + \alpha_2)t^2
\]
is a multiple of \(2t^2\).

Consequently, we can rewrite \(c/\rho\) as
\[
\frac{c}{\rho} = 1 + A(t) - B(t) + t^2 + \epsilon(t)
\]
\[
= \left( 2^{1-p} \right) + 2^{-p} + \epsilon(t).
\]

Now, it is easily checked that the ranges of \(\delta, \alpha_1,\) and \(\alpha_2\) imply that \(-5 < 2\alpha_1 - \delta - \alpha_2 < -1\) and, consequently, that \(0 < A(t) - B(t) < 1\) as soon as \(p \geq 6\). This means that the integer \((1 + A(t) - B(t))/2^{1-p}\) is in \(\{2^{p-1}, \ldots, 2^{p-1}\}\).

On the other hand, one can check that \(0 < \epsilon(t) \leq 2^{-p}\) as soon as \(p \geq 6\). Indeed, the definitions of \(c, \rho,\) and \(\epsilon\) imply that
\[
\epsilon(t) = \frac{P_1 t + P_2 t^2}{1 + \sqrt{2}t + Q_2 t^2}
\]
with
\[
P_1 = \frac{\sqrt{2}}{2} - 2\sqrt{2} \alpha_1 + \frac{\sqrt{2}}{2} \alpha_2,
\]
\[
P_2 = Q_2 (2^p + 1 - 2\alpha_1),
\]
\[
Q_2 = \delta + \alpha_2 - 2.
\]

Using again the ranges of \(\delta, \alpha_1,\) and \(\alpha_2,\) one can check that \(\frac{\sqrt{2}}{2} < P_1 < \frac{\sqrt{2}}{7} \sqrt{2}, -1 < Q_2 < 1,\) and \(-3 < P_2 < 4,\) and then, for \(p \geq 6\) (that is, \(t \leq 1/8\)), that \(1 + \sqrt{2}t + Q_2 t^2\) is larger than 1 and that \(P_1 t + P_2 t^2\) is positive and less than 1.

Hence rounding up occurs when computing \(y = \text{RN}(c/\rho)\):
\[
g = 1 + A(t) - B(t) + 2^{-p+1}
\]
\[
= 1 + \sqrt{2}t + (2\alpha_1 - \delta - \alpha_2 + 2)t^2. \tag{19}
\]

To estimate the relative error of \(g\), it remains to estimate the exact value \(c/\sqrt{a^2 + b^2}\). First, from (17) and (18) we deduce that
\[
\sqrt{a^2 + b^2} = 1 + \sqrt{2}t + (\delta + \alpha_2)t^2 + \mathcal{O}(t^3).
\]
Since $c = 1 + 2^{-p+1}(3\sqrt{2} \cdot 2^{p/2-2} + \alpha_1)$, this implies
\[
\frac{c}{\sqrt{a^2 + b^2}} = 1 + \frac{\sqrt{2}}{2} t + (2\alpha_1 - \delta - \alpha_2 - 1)t^2 + O(t^3).
\] (20)

By combining (19) and (20), we find that the relative error committed when applying Algorithm 3 or Algorithm 4 to the above inputs $a$, $b$, and $c$ has the form $3\rho + O(t^3)$, or, equivalently, $3u + O(u^{3/2})$. This concludes the proof of Theorem III.2 in the case where $p$ is even. □

2) If $p$ is odd: Let us show that when the precision $p$ is odd, the error bound given by Theorem III.1 is asymptotically optimal. To do this, we exhibit a generic example parameterized by $p$. We will use the same values $a$ and $b$ as in Section II-B2, as defined in (8), (11), and (12). We remind the reader that for these particular values we proved in (15) that
\[
\rho = 1 + 2^{-\frac{p+1}{2}}
\]
and, in (16), that
\[
\sqrt{a^2 + b^2} = 1 + 2^{-\frac{p+1}{2}} - 2^{-p+1} + O(2^{-\frac{p+1}{2}}).
\]

Let us now choose $c = 1 + 3 \cdot 2^{-\frac{p+1}{2}} + 2^{-p+1}$. Setting $t = 2^{-\frac{p+1}{2}}$ gives $c = 1 + 3t + t^2$ and $\rho = 1 + t$, and, since $t > 0$, it is then easily checked that
\[
1 + \frac{t}{2} < \frac{c}{\rho} < 1 + t + \frac{t^2}{2}.
\]

Since $1 + t/2 = 1 + 2^{-\frac{p+1}{2}}$ is an FP number in [1,2), and since $t^2/2 = 2^{-p}$, we deduce that rounding down occurs when evaluating $g = \text{RN}(c/\rho)$:
\[
g = 1 + \frac{t}{2}.
\] (21)

Now, the definition of $t$ also implies that $\sqrt{a^2 + b^2} = 1 + t - t^2 + O(t^3)$ and, consequently,
\[
\frac{c}{\sqrt{a^2 + b^2}} = 1 + \frac{t}{2} + \frac{3}{2}t^2 + O(t^3).
\] (22)

From (21) and (22) we deduce that the relative error committed when approximating $c/\sqrt{a^2 + b^2}$ by the result $g$ of Algorithm 3 or Algorithm 4 with $a$, $b$, and $c$ as above has the form $\frac{3}{2}t^2 + O(t^3)$. Since $t = 2^{-\frac{p+1}{2}} = \sqrt{2}u$, this is $3u + O(u^{3/2})$, which concludes the proof of Theorem III.1 when $p$ is odd. □

Table III illustrates the tightness of the a priori bound $3u$ by giving (for various common precisions $p$) the relative errors obtained with the values $a$, $b$, $c$ introduced in Sections III-B1 and III-B2.

<table>
<thead>
<tr>
<th>$p$</th>
<th>relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>2.99800258913672506763498...</td>
</tr>
<tr>
<td>53</td>
<td>2.99999999999999999999999999999999</td>
</tr>
<tr>
<td>64</td>
<td>2.99999999999999999999999999999999</td>
</tr>
<tr>
<td>113</td>
<td>2.99999999999999999999999999999999</td>
</tr>
<tr>
<td>128</td>
<td>2.99999999999999999999999999999999</td>
</tr>
</tbody>
</table>

**Conclusion**

After having reminded the relative error bound for $\sqrt{a^2 + b^2}$, slightly improved the bound for $c/\sqrt{a^2 + b^2}$ (by showing that the quadratic term $O(u^{3/2})$ can be removed), and considered variants that take advantage of the possible availability of an FMA instruction, we have shown that these bounds are asymptotically optimal. Hence, trying to significantly refine them further is hopeless. In the paper we assumed an unbounded exponent range, so that our results hold provided that no underflow or overflow occurs. Several authors have suggested ways to avoid spurious overflows and underflows in the evaluation of $\sqrt{a^2 + b^2}$, either using an exception handler and/or scaling the input values [7]–[11]. Of course, if the scaling introduces further rounding errors, then our error bounds may not hold anymore. However, if $a$ and $b$ are scaled by a power of 2 (as advocated in [8], [10], [11]), then our analyses still apply.
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